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Abstract

Enterprise financial distress prediction model is an important tool for enterprise risk management. Fuzzy C-Means (FCM) model is more suitable for the classification calculation in reality because of introducing the fuzzy membership. This article adopts the FCM model to predict financial distress. In the experiment, 90 distressed enterprises and 90 normal enterprises were selected as samples, which are all from the same time and the same industry in Chinese Shenzhen and Shanghai Stock Exchange, and 12 financial indicators of these enterprises as a sample dataset. After the data are pre-processed, we identified 11 financial indicators with a significant difference to make the financial distress prediction. Last, it can be concluded based on the FCM results that the performance is better in the case of distressed enterprises.
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Introduction

With economic globalization, enterprises are more vulnerable to economic crises. Once business bankrupt happens, it not only makes the enterprises’ investors face a huge economic risk but also makes the government suffer great economic loss. In order to make enterprises operate healthily and prevent them from going bankrupt in periodical crises, enterprises must pay attention to risk management, strengthen crises monitoring and improve the accuracy of distress prediction. Each enterprise is able to survive an economic crisis only by using proper management of the financial indicators and ensuring normal operation. Therefore, financial distress prediction model can master the financial situation, predict financial distress, and avoid the situation of enterprise failure or restructuring. Many experts and scholars adopt many kinds of models and algorithms to study financial distress prediction.
Fuzzy C-Means (FCM) is an improved algorithm based on the thought of K-means. This algorithm is more suitable for the classification calculation in reality than the K-means. In this article, we adopt the FCM algorithm to predict financial distress and select the financial indicators of Chinese listed companies as the sample data. The data which are pre-processed are calculated by the FCM algorithm. The results can testify the good performance of the FCM algorithm.

The article is organized as follows: Section 2 shows the literature review about the financial distress prediction. Section 3 illustrates the foundation theories related to this paper. Section 4 is the empirical research that describes the process of the financial distress prediction by the FCM algorithm. Section 5 is the conclusion of this article.

**Literature review**

In the early time, statistical theory and classical econometrics were introduced in order to predict a business failure. Fitzpartrick first made research on financial distress prediction by analysing financial ratios (Fitzpartrick, 1932). Then, Beaver (1966) used a univariate model on financial ratios to predict enterprises bankruptcy. Finally, multiple discriminant analysis (MDA) (Altman, 1968) and regression analysis (Ohlson, 1980; Zmijewski 1984) were used to improve financial distress prediction. But these methods demand data to conform to strict hypothesis condition, which is hard to be realized in the case of complex financial data. With the development of artificial intelligence technology, artificial neural networks are commonly used to predict financial distress (Lahmiri and Bekiros, 2019). Besides, there are other prediction methods, such as support vector machine (Kim, Mun and Bae, 2018), fuzzy sets theory (Sanz et al., 2015), decision tree (Xia, Liu and Li, 2017), case-based reasoning (Leonardi, Portinale and Artusio, 2017), and so on. As undemanding hypothesis condition, these methods are more widely applied for the purpose of financial distress prediction than previous prediction methods.

FCM model is a classic unsupervised clustering algorithm, and has been widely applied in the fields of image processing (Zhao, Ha and Zhao, 2019), agriculture (Anter, Hassenian and Oliva, 2019), pattern recognition (Golsefid, Zarandi and Turksen, 2016), medicine0 (Singh and Bala, 2019), and so on. In terms of financial distress prediction, Liu and Wu (2019) used kernel-based fuzzy c-means to organize samples of companies and designed a hierarchical selective ensemble model for business failure prediction. De Andres et al. (2011) proposed a hybrid system, which combined fuzzy clustering and MARS. Both models were especially suitable for the bankruptcy prediction problem, due to their theoretical advantages when the information used for forecasting was drawn from company financial statements (De Andres, Lorca and Juez, 2011). Liu and Wu (2018) investigated the dynamic process of the company’s financial status over years and proposed to design a financial path using fuzzy c-means (FCM) approach.
Foundation Theory

The fuzzy C-means algorithm was first formally introduced by Dunn (1973), which embedded the fuzzy c-partitions into K-means and adopted the degree of membership to determine which cluster an element belongs to. As the typical clustering techniques, the FCM is based on minimizing the following objective function (De Andreas, Lorca and Juez, 2011):

\[ J_m(U, V) = \sum_{k=1}^{c} \sum_{i=1}^{n} u_{ik}^m \| x_i - v_k \|^2 \]  

(1)

where \( x_i \) is the \( i \)th of input data in an \( D \)-dimensional space, \( v_k \) is the \( k \)th of \( D \)-dimension of D-dimension centre of the cluster, and \( c \) is the number of total clusters. \( \| \cdot \| \) is the Euclidean distance between the input \( x_i \) and the centre \( v_k \). \( u_{ik} \) is the degree of membership of \( x_i \) in the cluster \( c \), and need satisfy Eq. (2). \( m \) is any real number greater than 1, which determines the amount of fuzziness of the resulting classification.

\[ U \in \left\{ u_{ik} \in [0,1] \sum_{k=1}^{c} u_{ik} = 1, \forall k \text{ and } 0 < \sum_{i=1}^{n} u_{ik} < n, \forall i \right\} \]  

(2)

Then, the FCM algorithm would be iteratively optimized to the degree of membership \( u_{ik} \) and the centre \( v_k \) for the minimization of Eq. (1). The concrete update equations are shown in the following equations:

\[ u_{ik} = \frac{\sum_{p=1}^{c} \left( \frac{\| x_i - v_p \|}{\| x_i - v_k \|} \right)^{m-2}}{\sum_{p=1}^{c} \left( \frac{\| x_i - v_p \|}{\| x_i - v_k \|} \right)^{m-2}} \]  

(3)

\[ v_k = \frac{\sum_{i=1}^{n} u_{ik}^m \cdot x_i}{\sum_{i=1}^{n} u_{ik}^m} \]  

(4)

This iteration will not stop until the difference of the degree of membership between iterations is smaller than one very small constant.

Empirical research

The selection of samples and financial indices

China Securities Supervision and Management Committee specially treated (ST) the quoted companies that had negative net profit in two consecutive years. This article
selects such companies as distressed samples and chooses non-ST companies as normal samples. All samples should be selected from the same time and the same industry so that a reasonable comparison was possible. Therefore, we selected 180 samples in the manufacture industry from Shenzhen and Shanghai Stock Exchange between 2012 and 2016, which included 90 distressed samples and 90 normal samples. In addition, the financial reports of the companies in question are published at the beginning of next year, then China Securities Supervision and Management Committee decides whether they should be specially treated in the same year. So, in this paper, financial data were selected in the year of T-2 when a company experienced a business failure in the year of T.

According to the description above, 12 financial indicators of these enterprises are used as candidate variables. They are shown in Table 1.

**Tab. 1: Candidate financial indicators and definition**

<table>
<thead>
<tr>
<th>Variables</th>
<th>Definition</th>
<th>Variables</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>X1</td>
<td>Current ratio</td>
<td>X7</td>
<td>Operating profit ratio</td>
</tr>
<tr>
<td>X2</td>
<td>Quick ratio</td>
<td>X8</td>
<td>Growth rate of main income</td>
</tr>
<tr>
<td>X3</td>
<td>Asset-liability ratio</td>
<td>X9</td>
<td>Growth rate of net profit</td>
</tr>
<tr>
<td>X4</td>
<td>Inventory turnover ratio</td>
<td>X10</td>
<td>Cash to sale ratio</td>
</tr>
<tr>
<td>X5</td>
<td>Total assets turnover ratio</td>
<td>X11</td>
<td>Net cash flow per share</td>
</tr>
<tr>
<td>X6</td>
<td>Rate of return on total assets</td>
<td>X12</td>
<td>Undistributed profits per share</td>
</tr>
</tbody>
</table>

Source: Own processing.

**Experimental design**

After financial indicators have been confirmed, first, we need to pre-process these data because of the strong or weak correlations in which much repeated information exist and make many unnecessary matters. Then, the accuracy of distressed samples, the accuracy of normal samples and the accuracy of the entirety samples are regarded as the evaluation index for FCM model. Last, to enhance reliability of experiment results, the calculation process is repeatedly carried out 50 times. The final statistical results are average values based on 50 times repeated operation.

**Experimental result**

The basis predicting of financial distress is the obvious difference of the data between distressed and normal companies. The significance test is used to determine whether the differences of data in different groups are accidental or existential. This method consists of two steps: the first step is a judgment on the distribution of the whole dataset. As the second step, the analysis should be further made according to different situations of the distribution.
In the first step, the Kolmogorov-Smirnov Test (K-S Test) was used to make the normality test for the 12 financial indicators. The results are shown in Table 2.

**Tab. 2: K-S test of ratio variables**

<table>
<thead>
<tr>
<th>Indicator</th>
<th>K-Value</th>
<th>P-Value</th>
<th>Indicator</th>
<th>K-Value</th>
<th>P-Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>X1</td>
<td>4.889</td>
<td>0.000</td>
<td>X7</td>
<td>3.474</td>
<td>0.000</td>
</tr>
<tr>
<td>X2</td>
<td>4.124</td>
<td>0.000</td>
<td>X8</td>
<td>1.819</td>
<td>0.003</td>
</tr>
<tr>
<td>X3</td>
<td>1.100</td>
<td>0.178</td>
<td>X9</td>
<td>1.982</td>
<td>0.001</td>
</tr>
<tr>
<td>X4</td>
<td>2.402</td>
<td>0.000</td>
<td>X10</td>
<td>1.695</td>
<td>0.006</td>
</tr>
<tr>
<td>X5</td>
<td>1.251</td>
<td>0.087</td>
<td>X11</td>
<td>0.688</td>
<td>0.731</td>
</tr>
<tr>
<td>X6</td>
<td>4.832</td>
<td>0.000</td>
<td>X12</td>
<td>0.727</td>
<td>0.666</td>
</tr>
</tbody>
</table>

Source: Own processing.

We can see from the table above that the P-values of X3, X5, X11 and X12 are bigger than 5%, which means that these four indicators are the normal distribution, and the others cannot be regarded as the normal distributed data.

In the second step, first, the T test is carried out on the financial indicators X3, X6, X11 and X12, which are the normal distribution. The results are shown in Table 3.

**Tab. 3: T test of ratio variables**

<table>
<thead>
<tr>
<th>Indicator</th>
<th>T-Value</th>
<th>df</th>
<th>Sig.</th>
</tr>
</thead>
<tbody>
<tr>
<td>X3</td>
<td>3.617</td>
<td>178</td>
<td>0.000</td>
</tr>
<tr>
<td>X5</td>
<td>-11.293</td>
<td>178</td>
<td>0.000</td>
</tr>
<tr>
<td>X11</td>
<td>-4.118</td>
<td>178</td>
<td>0.000</td>
</tr>
<tr>
<td>X12</td>
<td>2.998</td>
<td>168.444</td>
<td>0.003</td>
</tr>
</tbody>
</table>

Source: Own processing.

It results from the table above that the Sig. values are smaller than 5%, which means that these four indicators pass the T test, and there is a significant difference in these indicators. Therefore, these four financial indicators should be retained.

Then, the other 8 financial indicators, which are not the normal distribution, are tested by the Mann-Whitney U test. The results are shown in Table 4.
Tab. 4: Mann-Whitney U test of ratio variables

<table>
<thead>
<tr>
<th>Indicator</th>
<th>Mann-Whitney U</th>
<th>Sig.</th>
<th>Indicator</th>
<th>Mann-Whitney U</th>
<th>Sig.</th>
</tr>
</thead>
<tbody>
<tr>
<td>X1</td>
<td>5430.000</td>
<td>0.000</td>
<td>X7</td>
<td>5126.000</td>
<td>0.002</td>
</tr>
<tr>
<td>X2</td>
<td>5079.000</td>
<td>0.003</td>
<td>X8</td>
<td>4703.500</td>
<td>0.061</td>
</tr>
<tr>
<td>X4</td>
<td>6298.000</td>
<td>0.000</td>
<td>X9</td>
<td>7822.000</td>
<td>0.000</td>
</tr>
<tr>
<td>X6</td>
<td>7080.000</td>
<td>0.000</td>
<td>X10</td>
<td>6358.000</td>
<td>0.000</td>
</tr>
</tbody>
</table>

Source: Own processing.

The table above clearly shows that X8, which is the growth rate of main income, has the Sig. value 0.061>5%, which means that this indicator cannot pass the Mann-Whitney U test, and there is no significant difference for these indicators. Therefore, X8 (growth rate of main income) should be deleted. Finally, we included 11 financial indicators into FCM model to make financial distress prediction.

According to the description of the previous section, we obtain the prediction outcomes of the FCM model, which are shown in the Table 5. The prediction accuracy of the FCM model is 84.78% for the sake of completeness. In terms of the normal companies prediction, the FCM shows only 78.26% accuracy. On the contrary, in the case of the distressed companies prediction, the FCM shows better accuracy (91.30%).

Tab. 5: Prediction accuracy of FCM model

<table>
<thead>
<tr>
<th>Model</th>
<th>Normal (%)</th>
<th>Distressed (%)</th>
<th>Total (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>FCM</td>
<td>78.26</td>
<td>91.30</td>
<td>84.78</td>
</tr>
</tbody>
</table>

Source: Own processing.
The specific prediction results of samples are shown in Figure 1 as follow.

Figure 1: Prediction results

In Figure 1 the horizontal axis expresses the sample, and the vertical axis expresses the sample label. The blue star with the blue line expresses the actual classes of samples, and the red circle expresses the predicted classes of samples. Therefore, when the red circle coincides with blue star, the predicted results are correct. In other cases, the predicted results are wrong.

The above prediction results indicate that the FCM model’s performance is better in case of making predictions for predicting the distressed enterprise. In fact, if one distressed company is misclassified as a normal company, it is easy to make more serious conclusions because it does not consider risk prevention. Therefore, the FCM model appears to be more suitable to make the financial distress predictions.

Conclusion

In this article, we adopted the FCM model to predict financial distress. First, the calculated process of the FCM model was introduced. Then, 90 distressed companies and 90 normal companies, which were all from Chinese Shenzhen and Shanghai Stock Exchange, were selected as samples, and 12 financial indicators of these enterprises were chosen as a sample dataset. In the experiment, we pre-processed the sample data and deleted the indicator without a significant difference between the two classes, and introduced the 11 financial indicators into the FCM model. Last, we obtained the final results using the FCM model.
It can be concluded that the FCM model is more suitable for predicting the distressed companies, which is more important for the financial distress prediction.
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